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Ricker Lyman Robotic is a US-based 
company focused on streaming big 
data and the Internet of Things. 
We are a complete solutions fi rm, 
providing software, hardware and 
professional services. 

We have a wholly owned subsidiary 
in Lviv, Ukraine, a picturesque city 
with a large world class talent pool 
of engineers.

Robotic means expanding the use 
of automation as far as practical 
into all aspects of our lives.

Previous generations had a vision 
of the future, where technology 
ubiquitously serves our needs, 
where we ceaselessly conquer the 
frontiers of space and knowledge. 
Our company is dedicated to this 
vision. Technology can be simple yet 
powerful, intuitive yet awesome.

We intend to make it so.
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G a r y  K i n g ,  
H a r v a r d  
U n i v e r s i t y

“�Big data 
is not about 
the data”
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Our purpose here is to answer these questions and 
provide business leaders a basic game plan for 
adopting big data technology.

WHY BIG DATA

B i g  e n o u g h  d a t a

Big data is any data large enough that it cannot 
be easily processed or managed on traditional sys-
tems. The name “big data” is actually misleading. 
You do not need petabytes of data to have a big 
data problem. A better name might be “big enough 
data.” If your data processing job is taking  
hours to complete, then you could benefit from  
big data technology.

Despite the press and board room discussion, most 
companies have not yet adopted big data technol-
ogy. When considering big data, every business 
leader has the same basic questions.

►► Do I actually have big data? 

►► What strategic advantage will I 
gain? 

►► Where do I start? 

►► What hardware and software  
is needed? 

►► What sort of team needs to  
be assembled? 

►► What are reasonable timelines  
and objectives?

I N T R O D U C T I O N
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First, data is shared across servers. No longer 
is one machine large enough to hold all our data. 
However, we want all the data to be accessible to-
gether. The answer is to make the storage of sev-
eral machines look like one big hard drive. That 
is what technologies such as Hadoop Distributed 
File System (HDFS) and Amazon Simple Storage Ser-
vice (S3) do.

Second, processing is parallel. To process the 
data sequentially would take too long. Instead, 
the data must be processed in parallel. That 
means, in many cases, fundamentally changing the 
way we write software. Many technologies have 
emerged to make this easier, often even trivial. 

A more accurate name still would be “massive-
ly distributed computing.” It’s not very catchy, 
but that is the essence of big data technology: 
its power comes from enabling multiple machines 
to work on the same problem at the same time.  
For instance, what would take 24 hours to run on 
one server can be completed in less than an hour 
on 24 servers.

Perhaps we should just call it Hadoop, which has 
become synonymous with a host of open source proj-
ects that encompass most of what we call big data 
technology.

T h r e e  b a s i c  c o n c e p t s

There are three basic concepts which underlie  
big data technology:

I N T R O D U C T I O N

DATA 
IS SHARED

PROCESSING  
IS PARALLEL

PROCESSING  
IS PUSHED  

TO THE DATA
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Third, processing is pushed to the data. Tradition-
al application architectures pushed the data to the 
processing. No network is big enough or fast enough 
anymore to move all our data. On the other hand the 
computation code is much smaller than the data it 
processes. We must thus bring the code to the data 
and distribute our processing across multiple serv-
ers and have it compute as close to the data as pos-
sible. That is what technologies such as Hadoop ma-
preduce, Spark and Flink do.v

There are dozens of big data technologies and  
products, and more announced every week, but they 
each leverage, expand or support these three basic 
concepts.

T h e  b u s i n e s s  o b j e c t i v e

You are not collecting and processing data for the 
sake of processing data. Your objective is to use 
data to do what you do better. In fact, you want 
to become better at using data to do what you do 
better. You are hoping to achieve a strategic break-
through, somehow transform your business so that  
you use data in ways that are not immediately appar-
ent now. At the very least, you do not want to be 
left behind by other companies that are transforming 
themselves into data-driven enterprises. Companies 
that are now at the forefront of their industries 
have come to understand that their data is a valu-
able asset which they can leverage to drastically 
improve the way they do business.

You want your firm to evolve to a higher level  
of analytics. There are four levels of business  
analytics:

01. DESCRIPTIVE
02. DIAGNOSTIC

03. PREDICTIVE 
04. PRESCRIPTIVE

I N T R O D U C T I O N
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One begins with descriptive analytics, which 
is basic reporting of what has happened, such 
as sales reports or sentiment surveys. Descrip-
tive analytics provide only hindsight, but they 
are a necessary building block to moving forward 
to higher analytics.

Diagnostic analytics is the application of statis-
tical tools to discover trends and correlations. 
It seeks to answer why events happen, but it is 
still retrospective.

The next stage in evolution is predictive analyt-
ics, to seek what will happen. A common example 
is sales forecasting.

The final objective, however, is prescriptive ana-
lytics, which is the ability to answer how to make 
something happen. An example of prescriptive ana-
lytics is price optimization.

I N T R O D U C T I O N

Lev-
el name question

1 DESCRIPTIVE WHAT HAPPENED?

2 DIAGNOSTIC WHY DID IT HAPPEN?

3 PREDICTIVE WHAT WILL HAPPEN?

4 PRESCRIPTIVE HOW DO WE MAKE IT HAPPEN?

Sounds perfect: use data to know what actions 
to take in order to achieve our business goals. 
How do we get started?
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FOUR PHASES

By planning or circumstance, most companies follow 
four phases in adopting big data technology:

01. PROOF OF CONCEPT (POC)
02. RESEARCH AND DEVELOPMENT
03. FIRST PRODUCTION
04. ENTERPRISE INFRASTRUCTURE

Consider it a natural progression. We will briefly 
describe these four phases here and then explore 
each of them deeper over the following chapters.

P r o o f  o f  c o n c e p t

The first phase is proof of concept. It usually 
takes 1 to 3 months. The objective is to prove 
the hype. Can big data technology actually deliver 
an order of magnitude improvement over traditional 
technology?

The company picks a single, well-defined business 
objective and implements a solution using big data 
technology. The business objective can either be 
one that is solved now but causing problems or one 
that is considered too hard or expensive to solve 
with traditional technology.

I N T R O D U C T I O N
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We recommend that the company pick an existing pro-
cess that takes several hours to run. We call it a 
“big enough” data challenge. We also recommend that 
companies evaluate different technology alternatives 
during this phase.

R e s e a r c h  a n d  d e v e l o p m e n t

The second phase is research and development.  
It is usually 3 to 6 months in duration. The objec-
tive is to learn how to build a big data solution  
as a team.

The company takes the proof of concept or a simi-
lar business objective, expands it and turns it into 
a solution that business users can actually use. 
The results are treated as beta and run in parallel 
with any system that is to be replaced.

F i r s t  p r o d u c t i o n

The third phase is first production. It usually takes 
another 3 to 6 months beyond research and develop-
ment. The objective is to move the solution from 
beta to a proper production system that business  
users can rely on.

In this phase, the information technology depart-
ment, operations, support and infrastructure all  
become integrally involved.

I N T R O D U C T I O N
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E n t e r p r i s e  i n f r a s t r u c t u r e

The fourth phase is enterprise infrastructure. It can 
take 6 to 12 months to complete. The objective is to 
create a platform the whole company can use. How to 
implement this phase is beyond the scope of this pa-
per. However, each of the previous three phase is de-
signed to prepare you for success in this phase.

NOT EXACTLY LINEAR

The four phases are not as clear-cut as they may 
first seem. They do follow sequentially, but there 
can be significant overlap.

More than one department may conduct proof of con-
cept projects. In fact, it should be encouraged 
so long as there is open communication between the 
teams. Different departments may have significantly 
different requirements. The sooner these differenc-
es are discovered the less impact they will have 
in cost and risk later on.

Different business solutions can move through 
the research and development phase and first produc-
tion in parallel. The company may want more than 
one production solution in place before it decides 
to move into the enterprise infrastructure phase.

I N T R O D U C T I O N
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In the following chapters, we will describe each 
of the four phases in detail and discuss how to 
address these strategic considerations. 

The foremost strategic consideration is that big 
data technology is constantly moving. It is a nat-
ural tendency to make a decision, draw a line in 
the sand and say, “There, that’s done. This is the 
way it will be.” Your big data decisions will need 
to continuously evolve. Build a team and infra-
structure that will move with technology, not meet 
it as it exists today. Your company needs to build 
wagons, not forts.

►► Software

►► Hardware and networking

►► Team composition

►► Training

►► Business processes

►► Road blocks

STRATEGIC CONSIDERATIONS

In each phase, there are a number of strategic  
decisions to consider. The primary ones are:

I N T R O D U C T I O N
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“�The world  
is one big  
data problem”
And r e w  M c A f e e
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OVERVIEW

O b j e c t i v e s

The first phase in big data adoption is proof of 
concept. A better name might be proof of value, 
since you are proving the value of the technology 
to your company rather than the technology itself, 
but the term proof of concept is more readily un-
derstood.

Your primary objective of this phase is to prove 
the technology to yourself. Some other secondary 
objectives are:

P R O O F  O F  C O N C E P T

Remember that a proof of concept is about learn-
ing. You do not have to get everything right. 
Failing is learning. Sometimes failing is the most 
valuable learning experience. For instance, sup-
pose you pick a vendor for the POC that does not 
work out. Congratulations, you are successful. 
You now know what vendor you will not work with 
in future phases. Plus, you probably know a lot 
more about what to look for and how pick a vendor 
that will work out.

►► Become familiar with the various  
technologies such as HDFS,  
map-reduce, Hive, Spark,  
big tables, data flows, etc.

►► Become familiar with a big data  
cluster and the various services

►► Select a software or consulting  
vendor to work with in future phases
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T i m e l i n e

The timeline for this phase can vary, but we rec-
ommend you plan on three months with six weeks of 
actual development work. Getting the hardware and 
network resources you will need will take time. 
If you are using the cloud, you will still need 
time for your company to create accounts with the 
cloud provider, address security concerns and es-
tablish safeguards.

PROCESS

A big data proof of concept follows the following 
10 basic steps.

P R O O F  O F  C O N C E P T

We will discuss how to conduct each of these steps.
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06070809

Pi
ck
 t
he
 t
ea
m

Pi
ck
 t
he
 p
ro
bl
em

Sh
ar
e 
yo
ur
  

re
su
lt
s

Es
ta
bl
is
h 
 

a 
ba
se
li
ne

Ru
n 
yo
ur
  

be
nc
hm
ar
k

As
se
mb
le
  

th
e 
ha
rd
wa
re

Cr
ea
te
 y
ou
r  

pr
oc
es
si
ng

In
st
al
l 
 

th
e 
so
ft
wa
re

Lo
ad
  

th
e 
da
ta

b a s i c  s t e p s



R I C K E R  L Y M A N  R O B O T I C 2 3

P i c k  t h e  t e a m

Picking the team starts with identifying who 
in your company will lead the project. The team 
should be as small as possible. You will need four 
sets of skills for the project:

P R O O F  O F  C O N C E P T

►► Subject matter expert, someone who 
knows the business side of the problem 
you are tackling

►► Senior Java or Scala developer, since 
most of the big data technologies are 
written in these languages.

►► Senior database developer, someone 
who is an expert in SQL and under-
stands how databases work

►► Senior network and Linux adminis-
trator, since big data runs on Linux 
and is network intensive.

You may find someone in your company that has 
all four skill sets. If so, then congratulations, 
your team is one person. More likely, you will 
have three or four different employees. Most like-
ly still, you will have only one or two employees 
on the project and will need consultants to sup-
port you in the effort. Having someone from outside 
who already has experience will help tremendously. 

Picking the team also means picking your software 
partner. You should pick a company that provides 
a supported distribution of Hadoop. There are sev-
eral to choose from, including Hortonworks and 
Cloudera. We will go into why you need a distribu-
tion in the Install the Software section below.

Each vendor has its strengths and weaknesses,  
primarily on the software they support and the 
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services they provide. If the choice is not obvious, 
then you should pick two or three of the vendors and 
run the proof of concept with each. It will add time 
and cost but will lower uncertainty, which is defi-
nitely a prime objective of the project.

P i c k  t h e  p r o b l e m

Success in the proof of concept hinges on defining 
an objective that is clear, relevant and practical. 
You do not need to have petabytes of data to process. 
For instance, you do not need to start processing 
Twitter feeds just so you have a lot of data. Focus 
on the processing time, not the data size. We rec-
ommend that you pick an existing process that takes 
several hours to run. We call it a “big enough” data 
challenge. It should be gigabytes of data if possi-
ble. Megabytes is probably too small and terabytes 
is fine but not necessary.

Another option is to replace an existing data ware-
house process. Many companies face the challenge 
that their data warehouse content and processing 
loads keep growing linearly or even exponentially 
while their hardware and processing power grow step-
wise or not all. Big data provides a less expensive 
means to create your analytics.

You will not process the data the same way on big 
data as you do in the data warehouse. You will not 
be creating a star schema, for instance. However, you 
should be able to provide the same end results, that 
is, the same report table. The data should take much 
less time to create and be much faster to access. 
In fact, you should shoot for 10 to 100 times faster.

E s t a b l i s h  a  b a s e l i n e

In order to prove success, you need data. You need 
to know where you are starting in order to know how 
far you go. If you have picked an existing process, 
then establishing a baseline is much simpler.

P R O O F  O F  C O N C E P T
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You simply observe the characteristics of what is 
running now. The three primary characteristics are: 

P R O O F  O F  C O N C E P T

01. DATA VOLUME
02. PROCESSING TIME 
03. HARDWARE

Data volume is the size of the data (gigabytes or 
terabytes) that is being processed. There is the 
base amount of accumulated data and the amount of 
data that is added each day. If data is added with 
files, then you will need the number of files and 
the distribution in sizes. For example, you may 
receive 10 to 100 files each day with a range in 
size from 60 to 120 GB each, with a daily average 
of 60 files and an average size of 75 GB.

Processing time is both CPU time and end-to-end 
wall clock time. The extract-transform-load (ETL) 
process time should not be ignored. In fact, you 
may find that faster ETL is one of the biggest 
gains in the proof of concept. Loading data into 
traditional databases is usually complicated, 
brittle and slow.

For hardware, you need the number of processors, 
the CPU speed, the amount of memory (RAM) and the 
amount of disk space. Moving from a traditional 
system to a distributed system like Hadoop means 
that you will move from one server to multiple 
servers, but these metrics will be important when 
presenting the results.

Depending on the particular problem, other metrics 
may be relevant. However, this covers the basics.
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A s s e m b l e  t h e  h a r d w a r e

Big data is distributed processing, which means 
that it runs on multiple servers. With most new 
technology, a developer just downloads the soft-
ware to his laptop and starts hacking. You can’t 
do that with Hadoop. It requires a minimum of four 
servers to work properly. Most developers do not 
have four servers lying around that they can play 
with to learn a new technology.

You should consider using cloud computing for your 
POC. Hadoop distributors have made getting a clus-
ter running in the cloud very easy. However, for 
some companies, cloud is not an option or another 
POC in itself. 

We recommend, as a minimum, 8 computers with 
8 GB RAM, dual processors and 1TB hard drives. 
The more hardware you have, the better. The serv-
ers should be identical if at all possible. 

Note that Hadoop requires Linux. Check the Hadoop 
distribution for which Linux distributions it sup-
ports. Picking the right Linux distribution for 
your Hadoop will make installation much easier.

You will need to get your network administrators 
involved. You will need fixed IP addresses for the 
servers and names assigned in your domain name 
service (DNS). 

You will also need to have the servers on the same 
router, otherwise you will choke the office network 
with traffic. Hadoop is very network intensive. 
Your servers also need internet access to download 
all the various software needed. Hadoop is actual-
ly many different projects, so automated download 
is essential for easy installation.

P R O O F  O F  C O N C E P T
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I n s t a l l  t h e  s o f t w a r e

You should use a Hadoop distribution provided 
by a vendor. Yes, Hadoop, Spark and the whole zoo 
of technologies are open source, but building, in-
stalling, configuring and integrating all of those 
packages yourself can be challenging. And, once 
you have it running, you would need to upgrade the 
software with each release, which seems to occur 
constantly. It would require a great deal of ex-
pertise and time that can be better spent on solv-
ing business problems specific to your company. 
A Hadoop distributor such as Hortonworks manages 
this pain for you. Plus, they offer limited-time 
free versions of their distributions specifically 
for proof of concepts.

Hadoop distributors have made deploying a cluster 
much easier. Even with using a distribution, how-
ever, installing a Hadoop cluster can be compli-
cated, especially when doing it for the first time. 
There are literally hundreds of parameters to set 
in Hadoop. We recommend that you bring in help or 
have access to support from your Hadoop distribu-
tor in case you run into problems.

Do not be afraid to wipe it all out and start over 
again. Better to experiment and learn how to con-
figure a cluster during the POC. It becomes much 
more expensive in the later phases.

L o a d  t h e  d a t a

If possible, load all your data as-is into HDFS. 
Avoid any transformation before loading. There 
are three reasons for this: traceability, flexibil-
ity and speed. First, if the original files are in 
HDFS, you can trace how you transformed the data 
from one form to another all the way back to the 
source. Second, you have the flexibility 

P R O O F  O F  C O N C E P T
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to transform the source into other formats at a lat-
er time. Third, you have the full speed of Hadoop 
parallel processing to do all these transformations.

Keep track of how long it takes to load the files. 
This will be helpful later when calculating your 
benchmarks and presenting results. Consider that 
a huge time cost in traditional systems is the actu-
al ingest of data into the database. If your source 
data is delimited text files, you can declare a fold-
er with the metadata in Hive (one of the databases 
in Hadoop), upload the files as-is to an HDFS folder 
and have the data queryable in seconds.

Be aware that some Hadoop data ingest tools can 
overwhelm a traditional database you might  
be reading data from. Hadoop by nature wants  
to operate in parallel. With a simple command line  
instruction, you could have every processor  
on every server in your cluster requesting data  
from the database, which could easily flood  
the database’s connection pool.

C r e a t e  y o u r  p r o c e s s i n g

Use the technology that is most comfortable for your 
team. If your team is strong in relational databas-
es, the use Hive and write your jobs as SQL joins. 
If your team is strong in scripting languages such 
as Python, then use Pig to write your data process-
ing jobs. If you have Java or Scala programmers, 
then use classic map-reduce or better yet, Spark 
to write your processes.

Keep the data processing focused and as simple as 
possible while still meaningful. You are proving 
the technology, not building an application. Your 
process does not need to be production grade code. 
It just needs to get the data from source to target 
at a speed and scale that is a significant improve-
ment for your business.

P R O O F  O F  C O N C E P T
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P R O O F  O F  C O N C E P T

►► Spend at least half of your time explaining 
the basics of what Hadoop is and the business 
problem you were solving

►► Present solid, specific metrics regarding the 
servers used, the amount of data and the time 
to process

►► Do not belittle the technology or the solu-
tion you are replacing.

►► Emphasize that Hadoop does not replace all 
other existing technologies. It does, how-
ever, make certain types of problems easier, 
faster or even possible to solve.

►► If you have worked with a software or con-
sulting vendor, have them participate in 
the presentation but do not let them turn 
it into a sales pitch.

R u n  y o u r  b e n c h m a r k

As mentioned earlier, consider the data ingest 
time as part of your benchmarks. It is a matter 
of seconds to load megabyte text files into HDFS 
and have the data immediately queryable in Hive. 
That is not the case for traditional databases. 
Highlight that advantage to your audience.

Your processing time should scale complete-
ly linearly. For example, if it takes 2 hours on 
4 servers then it should take 1 hour on 8 serv-
ers. Demonstrating this linear scalability should 
be easy during the POC. Seeing is believing.

S h a r e  y o u r  r e s u l t s

Do not hide your light under a bushel. Share your  
results with the rest of the company as broadly  
aspossible. Publish on an internal wiki or social  
media if you have it. Have presentations with 
question and answer sessions.
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Remember that the POC is just the first step of 
your journey. The presentation is vital for you 
to muster the internal support necessary to move 
on to the next phases.

CHALLENGES

There are four common challenges that arise 
in conducting a big data proof of concept: 

P R O O F  O F  C O N C E P T

We will quickly discuss each of these challenges.
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U n d e r e s t i m a t i n g  
t h e  i n f r a s t r u c t u r e  l e a d  t i m e

In a large firm, getting the servers and networking 
you need to conduct the proof of concept is usual-
ly the hardest and longest task. Large firms have 
strict network policies and longer purchasing cy-
cles. Ordering servers and getting them installed 
can take weeks.

If you decide to use a cloud provider such as Ama-
zon, Microsoft or Google, you will still face lead 
times, especially if your firm has never used cloud 
before. You will need to set up accounts and pol-
icies. You will also face security issues on what 
data can be uploaded to the cloud.

P i c k i n g  t h e  w r o n g  p r o b l e m

Do not pick a problem that is too big. You do 
not want to get bogged down in a lot of devel-
opment work. You should keep your team small and 
your deadline tight.

Do not confuse a proof of concept with develop-
ing a product. Your objective is to learn the 
technology and what it can do for your busi-
ness. The proof of concept is only the first step. 
You will have time to get a working beta product 
in the next phase.

However, do not pick a problem that is too triv-
ial. If you do, then your results and benchmarks 
will be meaningless or dismissed as irrelevant 
to the business.

P R O O F  O F  C O N C E P T
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L e t t i n g  I T  d e p a r t m e n t  l e a d

If you are a large firm, do not use your informa-
tion technology (IT) department to lead or even 
conduct your big data proof of concept.

Yes, the IT department has the skills in software, 
hardware and networking needed. Yes, you will 
probably need their help with getting hardware  
and networking setup. However, the primary purpose  
of the IT department is to keep production sys-
tems up and running smoothly. All other purposes 
are secondary. Keeping production systems run-
ning smoothly requires minimizing or eliminating 
change, disruption and risk. Successful IT  
departments are risk averse by the very  
nature of their mission.

Creating a proof of concept is a research and de-
velopment effort. A successful proof of concept 
is all about change, disruption and risk. You 
need a research and development culture to con-
duct a successful proof of concept. That culture 
is nearly the polar opposite of an IT depart-
ment. It is not just about knowing the technology; 
it is about having culture that embraces risk.

U n d e r e s t i m a t i n g  i n t e r n a l  o p p o s i t i o n

Prepare for the naysayers. There are people within 
your firm who identify their value with the technol-
ogy that they support. They can easily perceive big 
data technology as a threat to themselves and to 
the firm. It is important to emphasize that big data 
technology does not replace all other existing 
technology. It is also important not to belit-
tle the solution that you are benchmarking against 
in the POC. Focusing on the positive will help the 
company accept and embrace that big data technolo-
gy makes certain types of solutions easier, faster 
or even possible.

P R O O F  O F  C O N C E P T
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R E S E A R C H  & 
D E V E L O P M E N T
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“�We are moving 
slowly into 
an era where 
Big Data is 
the starting 
point, not 
the end.”

Pea r l  Z h u ,  D i g i t a l  M a s t e r
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OVERVIEW

O b j e c t i v e s

The second phase of big data adoption is research 
and development. You have completed the proof of 
concept. You have learned more about the technology 
and proven to yourselves as a team that big data has 
the potential to provide significant improvements for 
your business. Now it is time to solve a real busi-
ness problem.

The objective in the previous POC phase was to prove 
the technology to yourself. The primary objective of 
this phase is to prove the technology to the busi-
ness. Some other secondary objectives are:

R E S E A R C H  &  D E V E L O P M E N T

►► Learning the technologies in depth

►► Getting use to managing a cluster,  
including installing, configuring and 
monitoring services

►► Building a core team that can create  
big data solutions

►► Solve a real business problem

►► Have business users beta testing 
the solution

If you are taking on an existing problem, then you 
will build your solution in parallel. Most like-
ly, you will consume the same data as the exist-
ing business application and process it on the 
new platform. At the end of the phase, you should 
be able to demonstrate that the big data platform 
produces the same or better results in less time.
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If you are taking on a new problem, then at the 
end of the phase you should have a minimum viable 
application that is demonstrable to the business.

T i m e l i n e

The research and development phase should take 
3 to 6 months, depending on the scope of the prob-
lem and the size of your team. You should not at-
tempt to solve a problem that will take more than 
6 months. The team will be discouraged and the 
business needs to see results.

PROCESS

A big data research and development project  
follows the following seven basic steps.

R E S E A R C H  &  D E V E L O P M E N T

01. Pick a business problem

02. Have beta users

03. Expand the team

04. Expand the cluster

05. Learn the technology

06. Build the solution

07. Run the process in parallel

These steps build upon the work and experience 
your team gained during the proof of concept proj-
ect. As such, there will be fewer details to cover.

We will discuss how to conduct each of these steps.
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P i c k  t h e  b u s i n e s s  p r o b l e m

As with the POC, your success is determined 
to a large degree by which business problem you 
chose to solve. If the problem is too large or 
complex, then you are setting yourself up for 
failure or, at the very least, expense and delay. 
If the problem is too small, then the business 
will be underwhelmed by your results.

The R&D project does not have to be the same prob-
lem used in the POC, but it helps. It should have 
a larger scope than the POC. You will want to pick 
a project that you can take into production. How-
ever, do not treat this phase as a production de-
velopment. It is still too early for that.

Start with a batch process. Real time streaming 
is the cutting edge for now and it will eventu-
ally become mainstream, but it is not there yet. 
Manage your risk and start with batch processes 
or micro-batch such as Spark. You will have time 
to evolve as you learn.

H a v e  b e t a  u s e r s

In this phase, you need an engaged customer. Pick-
ing your beta users goes hand-in-hand with picking 
the business problem. One can usually find a tech-
nology enthusiast in the business side, or someone 
who seeks out and embraces change. 

Your internal customers should be your best champi-
ons. On the other hand, an unsatisfied customer can 
kill your project. You will need to manage customer 
expectations. Hadoop is not a panacea, a solution 
to all your technology woes. Hadoop does not replace 
all existing technology. You may be surprised that 
the legacy relational database does some things  
remarkably better than Hadoop. Your customer  
should know not only the strengths but also  
the weaknesses of Hadoop.

R E S E A R C H  &  D E V E L O P M E N T
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E x p a n d  t h e  t e a m

If you found one person who had all the skills 
you needed in the POC phase, lucky you, but that  
one engineer will not be enough for R&D. You will  
need a team. There are three distinct roles in big 
data development: data administrator, data engi-
neer and data scientist. 

R E S E A R C H  &  D E V E L O P M E N T

►► Data administrators are responsible for cre-
ating, configuring and monitoring the cluster. 
A data administrator must have Linux administra-
tion experience and should have experience  
in networks and database administration. They 
will need specialized knowledge with Hadoop. 
There are hundreds, perhaps thousands, of param-
eters to set in configuring a cluster. Some can 
have significant impact on the performance  
of your data processes. 

►► Data engineers are responsible for the loading, 
transformation, storage and processing of data 
on the cluster. A data engineer must have expe-
rience with Java or Scala and should have expe-
rience with SQL databases. They will need spe-
cialized knowledge with Hadoop, mapreduce,  
Spark and NOSQL. 

►► Data scientists are responsible for finding mean-
ingful information in the data. A data scientist 
must know R or Python and should know machine 
learning libraries. 

If you did not get contract support from a Hadoop 
distributor during the POC phase, then you should 
give it serious consideration for the R&D phase. 
A single phone call or email can provide the an-
swer you need within a matter of hours which could 
otherwise cost your team days of frustration try-
ing to research and solve on their own. The Hadoop 
technology base is huge and constantly changing. 
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No one can know it all. Most distributors now pro-
vide pro-active help. They monitor the performance 
of your cluster and provide recommendations on how 
to improve it. 

E x p a n d  t h e  c l u s t e r

The cluster used in the POC is not going to be 
big enough. You will need more resources. You 
will want to rebuild the cluster with high-avail-
ability. Create separate control nodes and worker 
nodes. Your Hadoop distributor should be able to 
provide you reference hardware implementations.

In this phase, we recommend that you use cloud 
computing for your R&D cluster. It is not a mat-
ter of direct cost. In fact, cloud computing will 
probably be more expensive. Rather, it is oppor-
tunity cost. Your organization is still learning. 
You could take weeks to buy 10 expensive serv-
ers only to find out in 3 months that they are the 
wrong configuration. It happens. On the other hand, 
you could start up a cluster in the cloud in a day 
and three months later change the hardware configu-
ration completely with a click of a mouse.

L e a r n  t h e  t e c h n o l o g y

During the POC, your team only became acquainted 
with Hadoop technology. Now is the time to dive 
deep and learn. 

If you have experienced Hadoop developers, then 
have them cross train your other team members. 
Otherwise, spend the time and money to send your 
engineers to training. A week of hands-on instruc-
tion is worth four weeks of web searching, trial 
and error. Do not get me wrong. You want your team 
to conduct trial and error, but their effort will 
be much more valuable if it has a foundation of 
knowledge from which to expand. 

R E S E A R C H  &  D E V E L O P M E N T
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If you are an agile development shop, you can still 
run your R&D project in sprints. You will not have 
user stories for much of your work. Instead, you 
can have hypothesis stories. A user story enables 
a developer to focus on solving a customer require-
ment as quickly and succinctly as possible. Like-
wise, a hypothesis story enables a developer to 
focus on solving a technology problem or question 
as quickly and succinctly as possible. It is all 
too easy to get lost testing things simply because 
they are there. A hypothesis tells you what you 
are testing and why you are testing it. 

B u i l d  t h e  s o l u t i o n

Learning the technology is the research part; 
building a solution is the development part. Having 
a business problem to solve will focus your efforts 
and make the learning more practical and effective. 
It also communicates the results of your learning 
much better to the business. Remember, though, that 
you are not building production code. This is an 
R&D project. What time you would spend hardening 
your code you should spend instead experimenting.

When building your solution, take the simplest, 
most brute force approach first. See if it works. 
Establish a baseline then evolve your solution 
with more efficient processes and structures. Dis-
tributing computing requires a different way of 
programming. Sometimes an approach that would be 
more efficient in a traditional object-oriented ap-
plication will be highly inefficient in a distribut-
ed process. You will only learn by trial and error.

R E S E A R C H  &  D E V E L O P M E N T

Not all of the work is data science. Much of the 
work will be getting the data into the cluster 
and making it usable. You should treat these pro-
cesses as first-class engineering problems and not 
some side distraction. Working in an enterprise, 
you are accustomed to extract-transform-load (ETL) 
processes and probably have commercial tools with 
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the firm to handle such jobs. As noted in the POC 
before, you should load data directly into Ha-
doop as is. In other words, you should build ex-
tract-load-transform (ELT) processes, not ETL pro-
cesses. There is a significant difference.  

In the POC you probably ran all your processes man-
ually. In this phase, you will need to automate 
your processes. There are several Apache projects 
for handling the scheduling and automation. Oozie 
is the most widely supported. Each has its advan-
tages and disadvantages. You should allot time to 
find which one meets your needs. 

R u n  p r o c e s s  i n  p a r a l l e l

There are two paths to take in your R&D effort:

R E S E A R C H  &  D E V E L O P M E N T

If you took the second path, then you will need 
to run your new process in parallel with the old 
process in order to validate your success with the 
business. They need confidence in the process so 
that you can move on to the next phase. You should 
build automated reconciliation between the new 
data and the old data. Of course, you should run 
that reconciliation in the Hadoop cluster. Recon-
ciliation is a natural mapreduce problem.

Once your beta users are satisfied with the re-
sults, it is time to move on to the next phase: 
first production.

�replace  
an existing  
process  
in a much  
faster or more 
efficient way

�create  
a new process 
that was 
impossible  
or impractical 
to solve before 
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CHALLENGES

F i n d i n g  e x p e r i e n c e d  e n g i n e e r s

Experience in big data is in extremely high demand. 
If you can locate consultants or employees avail-
able, you will find that they are expensive. One al-
ternative is to grow your own, that is, pick smart 
employees and pay to have them trained in the tech-
nology. If cost and time are constraints, then you 
should consider having offshore development teams 
that have on-shore leadership. The offshore team 
should be as close to your time zone as possible 
to enable team interaction. We recommend 4 hours 
of overlap between the onshore and offshore teams. 
Otherwise, there will be too many delays as issues 
take more than one business day to resolve.

K n o w i n g  w h e n  t h i n g s  g o  w r o n g

When your beta users see data that does not match 
their expectations, they will be left to wonder 
what went wrong.

R E S E A R C H  &  D E V E L O P M E N T

►► Is the source data corrupted?

►► Is there a bug in the processing?

►► Is the model or expectation wrong?

Human nature being what it is, users will usually 
assume that there is something wrong with the data 
or the code before assuming there is something 
wrong with their model.
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You should also have unit tests for your code. It is 
not straightforward with mapreduce code, but it is 
possible. You will also need to create some ad hoc 
means to check your data integrity. We will discuss 
these issues more in the next phase.

O v e r w h e l m e d  w i t h  t h e  t e c h n o l o g y

Apache Hadoop is a very large and ever growing eco-
system of technologies. Hortonworks provides sup-
port for 22 Hadoop related open source projects 
(or applications) but that is only a subset of all 
the projects. In many cases, there are two or more 
projects that serve the same or overlapping purpos-
es. That is just the projects adopted by the Apache 
Foundation. There are dozens of other open source 
projects released and supported by large technol-
ogy companies that are not managed in the Apache 
Foundation. New projects are announced every month. 
These various projects are interdependent and each 
of these projects is releasing new features all the 
time. It can be overwhelming.

Pick and choose your scope. You cannot learn every-
thing at once. Be aware of the various projects but 
focus on the ones that you need. It is very easy to 
chase after a new project simply because it is new. 
Remember that it usually takes a year or longer for 
these projects to mature and stabilize into some-
thing you can deploy into production.

In order to keep pace with changes, consider allo-
cating 10 percent of your team’s time (four hours 
per week) to continually read up and test new tech-
nologies.

R E S E A R C H  &  D E V E L O P M E N T
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“�The most 
valuable  
commodity  
I know of is 
information.”

Gor d o n  G e k k o ,  W a l l  S t r e e t
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“�The most 
valuable  
commodity  
I know of is 
information.”
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OVERVIEW

O b j e c t i v e s

The third phase of big data adoption is deploy-
ing your first production application. You have 
completed your research and development project. 
You have a data process running in parallel with 
a legacy process, or you have a completely new 
data process that was unattainable with previous 
technology. The primary objective of this phase 
is to enable users to run the business relying 
on the data produced by the cluster. 

Up till now, your Hadoop cluster has been a sand-
box that you can play in. From now on, the busi-
ness will be relying on the data. If a process 
fails or the cluster goes down, there will be 
consequences. 

T i m e l i n e

The research and development phase should 
have reduced the risk and complexity of this 
phase. The first production phase should take 
3 to 6 months, depending on the scope of the 
problem and the size of your team. 

F I R S T  P R O D U C T I O N
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PROCESS

A big data first production project follows 
the following seven basic steps:

01. BRING IN IT SUPPORT

02. SPLIT THE CLUSTER

03. ESTABLISH SECURITY

04. BUILD QUALITY CHECKS

05. BUILD THE USER INTERFACE

06. IMPROVE THE CLUSTER

07. IMPROVE THE PROCESSES

Most of these steps can proceed in parallel. These 
steps build upon the work and experience your team 
gained during the proof of concept project and the 
research and development project. As such, there 
will be less details to cover.

We will discuss how to conduct each  
of these steps.

B r i n g  i n  I T  s u p p o r t

We strongly recommended that you not let the in-
formation technology (IT) department run the POC 
or R&D phases of your big data development. The 
reason is that successful IT departments reduce 
risk, while R&D is about embracing risk. 

F I R S T  P R O D U C T I O N
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You have now entered the phase of big data adop-
tion when you want to begin lowering risk. It does 
not mean that you will stop experimenting. Big 
data technology is still young, so it will con-
tinue to evolve at a frantic pace. However, from 
now on, your production big data will be separated 
from your experimental big data.

As such, it is time to get the IT department in-
volved in your big data efforts. You will need 
to have IT support trained as data administrators 
in order to monitor and maintain your production 
cluster. 

S p l i t  t h e  c l u s t e r

You will have noticed during the R&D phase that 
the cluster seems to gradually grow in size. 
That is natural and will continue. At this point, 
however, you will need to make a big increase in 
the size of your Hadoop infrastructure. You should 
create two clusters: a development (DEV) cluster 
and a production (PROD) cluster. There is no prac-
tical need for creating a test, user acceptance 
testing (UAT) or other stages that you might have 
in your other application environments. It is 
overkill. Hadoop is a distributed resource shar-
ing platform. Your DEV platform can serve all of 
those other roles. What is important is that you 
have one cluster that your engineers can break 
and another that your internal customers can rely 
on to be always up and available. 

You have two options. You can either keep the  
existing cluster as DEV and create a new clus-
ter for PROD, or you can designate your R&D clus-
ter as PROD and create a new DEV cluster. There 
is no right or wrong approach. For the most part, 
it will depend on your IT policies.

F I R S T  P R O D U C T I O N
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E s t a b l i s h  s e c u r i t y

Your production cluster will need to be secure. 
Hadoop came out of a laboratory, so security was 
not a pressing issue in its first versions. Secu-
rity in a distributed processing environment is 
not trivial. However, Hadoop has been in the en-
terprise for some time now, so there are excellent 
enterprise-strength security options available. 
For the most part, these solutions  
are built on Kerberos.

Your IT department will need to drive this pro-
cess. Most Hadoop distribution vendors provide 
special professional services to help with setting 
up a secure cluster. 

Your security should focus on enabling two things: 
monitoring resource usage and controlling data 
access. In this phase, you probably only have 
one department using the cluster. However, Ha-
doop is a shared resource. You should treat the 
first production project as the first tenant of many 
in a multitenant environment.

B u i l d  y o u r  q u a l i t y  c h e c k s

In the R&D phase, we discussed the challenge 
of knowing when things go wrong. In a produc-
tion environment, it is critical that you monitor 
the quality of the data. You will be loading data 
from different sources, from different departments 
within the company or different data vendors. 
The source of the data is out of your control, 
so you cannot assume that it is correct.

F I R S T  P R O D U C T I O N
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There are basic monitors, such as alerting if files 
do not arrive by a certain time. There are ba-
sic checks, such as checksum or parsing to insure 
the files are not corrupted. You should go beyond 
these basics and check the data itself with sta-
tistical analysis. For instance, if it is account 
data, then there should be a distribution for the 
number of accounts and transactions received each 
day. Your quality check processes should automati-
cally alert if there is a significant deviation. 

B u i l d  y o u r  u s e r  i n t e r f a c e

Customers focus on what they understand. You should 
not expect your business users to understand big 
tables and mapreduce, so do not expect much feed-
back on the Hadoop technology itself. They will un-
derstand the data and the user interface, however, 
so expect plenty of feedback on that. 

There are several applications on the market that 
provide self service data analytics for Hadoop. 
Work with business users to build the data sets 
that work best with these tools. Business users 
should be able to visually explore the data to  
find trends and anomalies. 

There are also analyst notebooks such as Jupyter 
and Zeppelin for the power users. The clever busi-
ness analyst that builds complex models in Excel 
will love these applications. The analyst notebooks 
put machine learning algorithms in the hands of 
your users. As you progress towards becoming a data 
driven enterprise, you should encourage each de-
partment to have their own data science  
capabilities.

F I R S T  P R O D U C T I O N
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I m p r o v e  t h e  c l u s t e r

Improving the cluster can mean increasing the ca-
pacity by adding more worker nodes. Hadoop is lin-
early scalable, so you should see incremental and 
proportional improvements in performance for every 
server you add to the cluster. 

Improving the cluster also means tuning the config-
uration settings. There are literally a thousand 
configuration properties you can set and adjust 
that alter the behavior and performance of the 
cluster. You will need to adjust the parameters 
to match the the time of jobs that you run on your 
cluster. You should rely on your Hadoop distribu-
tion partner to help in this effort; it is a key 
part of the value that they add.

I m p r o v e  t h e  p r o c e s s e s

We recommend that is most cases you take the sim-
plest, most direct approach in your first solution 
of a big data problem. In other words, use the 
brute force approach and get something working. 
In massively parallel processing, the brute force 
approach often works surprisingly well. You may 
waste hours of development work creating an op-
timized or elegant solution that does not really 
significantly improve the performance of the appli-
cation. Go with “good enough” first. You can always 
make it better later.

It is the nature of big data to constantly grow 
in size and complexity. A process that may have 
finished quickly enough with 1 terabyte (TB) may 
not meet the service level agreement (SLA) at 
10 TB. As such, you will need to refactor your 
solution periodically over time. For instance, 
partitioning the data can have significant impact 
to performance in certain scenarios. 

F I R S T  P R O D U C T I O N
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Your performance over time should look a saw 
blade: sharp immediate improvements with gradual 
degradation over time.

CHALLENGES

Some of the challenges that you faced in the R&D 
phase, such as finding experienced engineers, will 
persist. You will also face new challenges in the 
first production phase. 

R e s o u r c e  c o n f l i c t s

Your big data application is now in production, 
so a delay or failure has consequences for the 
business. It is easy to guarantee resourc-
es when you have only one tenant on the cluster. 
Things become a bit more complicated as you  
expand the usage of the cluster and add more  
tenants and more processes.

With YARN, Hadoop has evolved to enable multi-
tenant usage of cluster. Enabling the function-
ality and avoiding all conflicts, however, are 
not the same. There are always finite resources. 
You will face the need for setting priorities  
between tenants and even between processes. 
This will require negotiation, leadership and  
some accounting. 

F I R S T  P R O D U C T I O N
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K n o w i n g  w h a t  i s  i n  p r o d u c t i o n

A major transition for the first production cluster 
is how changes are deployed. Up till now, your en-
gineers probably worked directly on the cluster, 
editing and testing in an ad hoc fashion. Now that 
has to change. 

You must control how code changes are intro-
duced into the cluster. Do not allow developers 
to load scripts into the production cluster di-
rectly. Use DEVOPS practices of deploying new code 
by script and auditing all changes. You should 
be able to know what version of what code was  
running at any given time.

C r e a t i n g  a  d a t a - d r i v e n  c u l t u r e

Our discussion has focused on technology and its 
implementation, but the technology is not an end 
in itself. The data produced and processed by the 
technology is not even an end in itself. They are 
but means to an end, which is to change the way 
you conduct business, to embrace data as a core 
to decision making. 

At the end of it all, big data is about culture 
change, which is much harder than mere technolo-
gy implementation. Big data is a tool, a powerful 
tool and, yes, even an expensive tool, but unless 
you change the way you do business and embrace the 
power the tool provides, your success will be lim-
ited. Without culture change, you will not achieve 
the full benefit of the costs you have incurred. 

F I R S T  P R O D U C T I O N
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C O N C L U S I O N
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The first phase is proof of concept. 
It usually takes 1 to 3 months. The 
objective is to prove the hype. Can 
big data technology actually deliv-
er an order of magnitude improvement 
over traditional technology?

The second phase is research and 
development. It is usually 3 to 
6 months in duration. The objective 
is to learn how to build a big data 
solution as a team.

The third phase is first produc-
tion. It usually takes another 3 to 
6 months beyond research and devel-
opment. The objective is to move the 
solution from beta to a proper pro-
duction system that business users 
can rely on.

We had several objectives in this 
short playbook. We wanted to show 
you how to get started with big 
data. We wanted to layout what the 
first 12 critical months or so will 
look like and how to be focused and 
successful in that short period of 
time. We wanted to give you a simple 
step by step guideline to get moving 
now and know where you are going. 

I hope that we have achieved those  
objectives for you. 
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These first three phases in 12 months or so are just 
the beginning. Once you have completed the phases 
described in this book you will be ready to begin 
building an enterprise big data platform - an in-
frastructure for the whole company to use. 

Big data is just a means to a much bigger end goal: 
to become a data driven enterprise. You want your 
firm to evolve to a higher level of analytics, from 
descriptive to diagnostic to predictive to pre-
scriptive. You want to reach prescriptive analyt-
ics, the ability to answer how to make something 
happen. You want to close the gap from data to  
decision to action.

Becoming a data driven enterprise is not a tech-
nology change; it is a culture change empowered 
by a technology change. The technology is not 
enough. It is not a “build it and they will come” 
scenario. Without leadership, training, incen-
tives and all the other aspects that make culture 
change, the technology investment will never meet 
its full potential. 

Finally, not to be too cliche, big data is a jour-
ney, not a destination. You will never be done. 
The technology itself is changing constantly. 
The change itself is accelerating. The opportuni-
ties for change are constantly expanding. 

So go and  get started.
And let us know how we can help.



W .  E d w a r d s  D e m i n g , 
s t a t i s t i c i a n , p r o f e s s o r ,  
a u t h o r ,  l e c t u r e r ,  
a n d  c o n s u l t a n t .
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 A BASIC GAME PLAN FOR 
THE FIRST 360 DAYS OF ADOPTING  
BIG DATA TECHNOLOGY

Ricker Lyman Robotic

pocket guide
w
w
w
.
r
i
c
k
e
r
l
y
m
a
n
.
c
o
m

d
e
s
i
g
n
 
&
 
l
a
y
o
u
t
 
b
a
m
b
u
k
s
t
u
d
i
o

Ricker Lyman Robotic is a US-based 
company focused on streaming big 
data and the Internet of Things. 
We are a complete solutions fi rm, 
providing software, hardware and 
professional services. 

We have a wholly owned subsidiary 
in Lviv, Ukraine, a picturesque city 
with a large world class talent pool 
of engineers.

Robotic means expanding the use 
of automation as far as practical 
into all aspects of our lives.

Previous generations had a vision 
of the future, where technology 
ubiquitously serves our needs, 
where we ceaselessly conquer the 
frontiers of space and knowledge. 
Our company is dedicated to this 
vision. Technology can be simple yet 
powerful, intuitive yet awesome.

We intend to make it so.
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